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Effects of surface friction on a two-dimensional granular system: Cooling bound system
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Experiments performed by Painter and Behringdys. Rev. E62, 2380(2000] on two-particle collisions
and dynamics emphasized the importance of the role played by substrate friction, in particular kinetic friction,
on the particle dynamics after collisions on a substrate. We present a numerical model which accounts for
collisional and surface frictional dissipation and their influence on particle dynamics for a quasi-two-
dimensional cooling initially dilute granular material. This model makes the simplifying assumption that the
collision dynamics is determined solely by the incoming velocity and angular velocities of the colliding
particles. We apply this model to a numerical simulation of a monolayer of monodisperse particles moving on
a substrate, enclosed between inelastic walls. We find that surface friction—in particular, kinetic friction—
plays a dominant role in determining the dynamics of quasi-two-dimensional multiparticle systems where the
particles are in continuous contact with a substrate. Results from simulations performed for different system
sizes indicate that surface friction and the inelastic walls lead to clustering of the particles in and near the
vicinity of the walls. We find that the rate of decrease of average total kinetic energy is the highest when the
majority of the particles have just collided and are experiencing kinetic frictional forces and torques. We also
find from our calculations that, on average, particle-wall collisions lead to more dissipation than particle-
particle collisions for a single particle for fixed restitutional parameters.
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I. INTRODUCTION Regarding friction between particles moving on a sub-
In the past two decades, extensive experimefitall7] strate, we note that two kinds of frictional forces are impor-

theoretical, and numerical studi¢s8—34 (and others on tant: rolling and kinetic frictional forces. Rolling friction is

. , : - A
granular systems have been carried out. These studies ha§iteé Weak, with a typical coefficient of frictiop, ~ 10"
explored convection, clustering and collapse, velocity distrid3:71 for hard spheres. Hence, it only gradually damps out

butions, pattern formatiof2,5-1q and granular cooling particle motion. Kinetic friction acts on a particle when the
(3,4]. A’number of the expériments were carried out withinstantaneous point of contact between the particle and sub-

systems of spheres confined to or near a flat substrate. Herd" atef IS not t?t rest. As notg_d,t vlve ef?pect thatt_ t|h|s S|ftfuat|on
the basic idea was that rolling friction is a very weak sourcg@y requently anse immediately atter a particie sutiers a

o . : . C collision with another particle or a wall. In many cases, the

g; désr’isr'np;:'t:?‘sHsetgﬁqe’ tlr]:(::]eeriz ;snogly (;?tILIJIQE frt'g;tg)xn g;i;gngormal contact force between the colliding particles is much

p Y - 1 opportunity P stronger than the force of gravity; hence the frictional con-
tally probe the properties of cooling collisional systems.

e : ) . tacts between each of the particles and substrate give way,
The difficulty is that when two hard particles collide on a 5,4 slipping occurgFig. 1) [3]. The aim of the present study

substrate, there is typically fri(_:tional frustration involving is to consider the simplest model that captures the key parts
the contacts between the particles and the contacts pf the¥ the physics. Here, we are concerned with the strong damp-
particles with the substrafé 8]. Except for very slow colli- ing that occurs when particles are sliding relative to the sub-
sions, the frictional force between the particles exceeds thajirate as the result of a collision. This type of motion, which
between the particles and substrate. As a consequence, oiolves sliding friction, is associated with particle angular
might expect that slipping of the particles is likely following velocities that lie in the plane. The component of angular
a binary collision of particles on a substrate. velocity in the vertical direction is also likely excited in typi-

A number of theoretical and computational studies of col-cal collsions. A simple experiment, spinning a hard spherical
lective granular dynamics have been conducted, but typicallparticle on a flat surface, indicates that this type of motion is
these do not include the effect of a substriatehey are in  slowly damped. Therefore, we chose to focus on the compo-
two dimensions(2D)]. Among these are studies in s. nents of rotational motioithe horizontal componentsPre-
[19,24,27,31 Recent work by Kondic is an exceptig@3].  vious studie§36—-38 have looked at the dynamics of a ro-
[However, in at least a few of the modd®4,395, the coef-  tating planar body or a sphere spinning vertically about its
ficients of restitution represent energy and momentum losseaxis. This point shall be discussed in further detail.
when a collision occurs, so that effects from a substrate on The following estimate makes this more precise. Assum-
the colliding particles migh{in principle) be included in ing for the moment a head-on collision, the interparticle con-
them] However, there is no systematic study of which wetact forceF, , is the ratio of the impulse during contact be-
are aware that considers the collective properties of relativeljween the two colliding particleAp and the duration of the
large numbers of particles moving on a substrate. The goal afontact, 7.,, (=107°s for steel sphergs[25]. Therefore,
this work and a companion pap@40] is to address this Fp,~Ap/ 7., Where Ap~m(1+e)v. The frictional force
shortcoming. between a particle and the substrate is giverFpy=umg
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(i) Before collision Experimental verification of this picture comes from stud-
ies by Painter and Behring¢2] who considered collisions
including non-head-on collisions between two identical

/\ w; (Dj
L/-\ spherical particles which are both confined to moving on a
ViV substrate. Specifically, for a single binary collision, about
63% of the incoming energy of the colliding particles was

lost: 6% of the total energy loss was due to collisions and the
remaining 57% was due to kinetic friction with the substrate
(for steel spheres on aluminynwWe would also like to bring
to the reader’s attention earlier work studying collisions be-
@ tween two small spheres or between a sphere and a flat sur-
face[17] where the impacts were characterized via a three-
parameter collisional model.
(iii) After collision It is interesting to note that for the case where collisions
) . are frequent enough that the particles are always sliding, the
i j K\ rate of energy loss per particle due to sliding(&E/dt)g
v v =umgv and the average rate of energy loss due to collisions
! j is (dE/dt).=[me&2-e)v?]/ 7. (7co iS the time between col-
lisions). The expression fofdE/dt). uses the fact thahAE
FIG. 1. Schematic diagram dfictional frustration during a  =3Mv?—3mu?(1—€)? is lost per collision. Hence the ratio of
two-particle collision process.(i) As particles roll towards each the rate of energy loss from sliding to that from collisions is

other, they experiencéveak rolling friction and gradually lose given by
momentum to the substrate(ii) Frictional frustration it is typi-

(ii) During collision

cally impossible to maintain nonsliding contacts between colliding (d_E>

particles and the substratence the particles are in contacAs the dt/ 2ugl
contact force between the particles is typically much greater than dE\ e(2 —ew?’
that between the particle and substrate, after a collision, the par- (—)

ticles will slip on the substrate, losing a large fraction of their mo- dt/.

mentum due to the presence of kinetic friction. wherel is the mean free path of the particle ang=1/v.

This implies that one might expect sliding to dominate en-
wherem is the mass of the particl& is the coefficient of ergy loss at moderately high values of mean free pathd
normal restitution(~1), v is the incoming particle spee@,  at low incoming speed, as long as slipping occurs as the
is the coefficient of friction between the particle and sub-result of collisions. Thus, even for small—say,
strate, andg is the acceleration due to gravity. Assuming | ~0.1 mm—there ought to be, by the argument outlined
comparable friction coefficients between particles and parabove for when sliding might occur, a fair range of cooling
ticles and the substrate, the slipping criterion becofgs  velocities of a few cm/s and less where sliding occurs and
> F,.s which implies that slipping is likely to occur for col- where sliding energy losses outweigh collisional losses.
lision velocities exceeding=ugr./(1+€). Hence, by this The object of this work is to study the effects of substrate
argument, slipping seems likely to occur for steel spheres fointeractions on a collection of particles, bounded by rigid
velocities greater than abouwt=(0.5X102cm/9/2=2.5 inelastic walls—that is, cooling to a rest state. We start with
X103 cm/s. This is a very low value for most recent ex- all the particles in g@hermalizedstate with a 2D Maxwell-
periments, for which typical velocities may be of the order of Boltzmann (MB) velocity distribution and study how the
tens of cm/s. For non-head-on collisions, the substrate forcezystem evolves under collisional and frictional losses. We are
may be more important than estimated above. Howevemparticularly interested in relations between system sizes and
glancing collisions in general will lead to smaller momentumcollective energy-momentum dissipation mechanisms and
changes and, thus, shorter slipping times. Hence, the effetiteir evolution under the influence of collisional and fric-
of ignoring the substrate during glancing collisions may alsdional losses. We also examine the evolution of the velocity
be relatively slight. We expect that until the later stages ofdistributions in these systems, starting from the original 2D
cooling, immediately after a collision, the instantaneousMB velocity distribution, as the system suffers energy and
states of the particles are determined by the stronger force atomentum losses.
the interparticle contact, with the weaker particle-substrate In this paper we introduce a numerical model which in-
forces playing minimal roles during the collision. corporates dissipative restitutional interactions between indi-

Following a collision, the particles will slip for an interval vidual granular particles through velocity-dependent coeffi-
of time (determined by the dynamical variables immediatelycients of restitution19,22,24,3D and the effects of rolling
after the collision, after which they will resume a pure roll- and kinetic frictional forces and torques which the substrate
ing state[28]. For typical experimental conditions, signifi- exerts on the particld®1,23,28. We assume the coefficients
cant energy can be lost, since the coefficient of kinetic fric-of friction to be constant. Throughout this work we use
tion is about 2 orders of magnitude greater thgr—i.e.,  «,=0.0025 andus=0.232. These correspond to the values
w~10112,23. measured by Painter and Behrind&j for 2.38-mm-diam
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steel balls moving on a static aluminum substrate. For conrion for static friction, whereugs,; iS the coefficient of static
venience, we have assumed 5-mm-diam steel balls for thigiction and Fy is the normal force that the substrate exerts
work. Our model also allows for dissipative particle-wall on the particlgassuming a point contact between the particle
po!ll§|ons by assuming that the walls are pf infinite mass.and the substratgprovides the torque to keep a particia
infinitely hard particles with constant coefficients of normal, e pure rolling staterolling. If Fqy, is less than its maxi-

and tangential restitution identical to those for interparticlequm allowed value and if the velocity of the instantaneous
collisions. Following an earlier discussion, our numericalpoim of contact between the particle and substtalipping
model attempts to capture the essential dynamics relevant {gs|ocity) is zero, the particle is in the pure rolling state and
a multiparticle system, confined to a static flat substrate, byhe substrate exerts rolling frictional forces and torques so as
considering translational and rotational degrees of freedorg, gppose the angular motion of the particle. However, if the
which lie in the plane of the motion. Qur motivation to ne- slipping velocity of the instantaneous contact point is non-
glect the degrees of freedom perpendicular to the substrate jgro, the substrate exerts kinetic frictional forces and torques
as follows: friction from the spin around the vertical axis is tg reduce the slipping velocity to zero, allowing the particle
rather slowly damped, pre_:sumably dug to the fact that they return to the pure rolling stati23]. Typically, particles
moment arm from the fr|_ct|onal torque is very small. Therg-snp following a collision for an interval of timg21], after
fore, there will be a fractionally small energy loss due to thisynich they return to the pure rolling state. See, e.g.,
mode. For instance, a sphefer a top can spin for Iong  Ref. [13], which details the particle-substrate interactions
times about a vertical axis, whereas any translational motionq its effects on the particle dynamics.
will have decayed. This reasoning might overlook the fact \ve use an event-driven molecular dynamics technique
that spinning changes the effective friction coefficient for the;3g) with the addition of substrate friction to carry out the
translational motion. However, we are able to obtain relay,ymerical simulations. This model is implemented by the
tively good agreement with the experiments of Painter, sugfollowing steps:(1) we solve the kinematic equations of the
gesting that this is not important. . particles to determine the shortest time between two succes-
We have obtained a benchmark of the physical accuracyjve eventgan event is either a collision between two par-
of our numerical model by incorporating it into a numerical ticles or between a particle and a wall2) we update the
simulation of a granular collide(Painter et al. [4]) in  particle dynamical variables by the calculated time, &
Ref. [40], to be published separately. Our numerical resultyye yse standard kinematic collision rules to calculate the
agree well with the experimental ones, which indicates thahey linear and angular velocities of the colliding particles—
our numerical model is to some degree physically accuratq.e ;' and &', respectively(see Ref.[20]). This process
We have also explored a larger parameter space than in th@ntinues until the normalized average total kinetic energy
experiments by obtaining results for various numbers of parper particle has dropped to a value below®f its starting
ticles, input energy, and coefficients of friction. ~value. Since there is always at least rolling friction, the sys-
_ The rest of this work is structured as follows: Section Il tem should always come to rest in finite time. The particle
gives an overview of the numerical model we used and somgcceleration is adjusted for changes in the frictional state of
details of the initial conditions. Section IlI gives the resultsipe particle during the course of its trajecteeyg., a slipping
on spatial distributions, particle flow and granular temperaparticle resumes rolling We make the assumption that the
ture, energy and momentum dissipation, and speed distribysarticles are hard spheres with zero contact timereality,
tions for a bound quasi-two-dimensional system. Section Mpe contact time for steel spheres~4.07° s [3]). The resti-
gives conclusions and some additional discussion. In the Apytional loss is modeled via the use of velocity-dependent

pendix we present details of the collision rule. We also congoefficients of restitutior{19,22,24,3) as detailed in the
trast the average energy loss in a particle-wall collision to gyppendix.

particle-particle collision. A key point of the model is that we assume that the col-
lisional force integrated over the collision time is much
Il. NUMERICAL MODEL stronger than the frictional force with the substrate over the

ame time. Therefore, the post-collision properties of a pair

. ! . : f particles are specified entirely by the incoming properties
particles(diameter 5 mmwith two translational degrees of of the particles via a collision rule, thus allowing a substan-

freedom(along thex andy directiong confined to the sur- tial reduction in computational cost and complexity. This

I/sgﬁso\f/vﬁ;g;irgi Cﬁ,{”?g'?ﬁ;:g ?;Teer;s';ﬁgno.ti?ngrct)ii?g gi};m_means that in a typical case, the particles will be slipping on
etep. The articlgs are allowed %0 have IineaFr) and an uIthe substrate immediately after the collision. This assumption
veloéities—pi e ¢ and &, respectivelv—in the plane of t%e appears to be reasonable until the later times of the cooling
€U , Iesp y—iI P process, at which point much of any initial energy will have
substratgwe neglect vertical spinAs we include the effects o
Y ! ; — _been dissipated.
of substrate friction and collisional dynamics, our numerical

model must take into account the phenomendriational To generate initial conditions we carry out the following
. 1€ P procedure. All the particles in the system are first placed on a
frustration The surface exerts frictional forces and torques

) s - } i lattice and are assigned random linear velocitipsAt this
on the particles—i.eF; andT;, respectivelywherei=r.k; 1 time, all interactions with the substrate are turned off, colli-
for rolling friction andk for kinetic friction [21,23,28). The  sjons between particles are elastic, and e3ds set to zero.
static frictional forceFg,= ugifn (Coulomb friction crite-  Before the simulation commences, any residual flow is re-

The system consists of monodisperse perfectly spherica§
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. . . * 8% qa e
. ®  asevaets . *e . Pt e e eese

. . * . X R FIG. 3. Particle positions at time=8.64 s, once the simulation
e stops.
A R N : . .ot Jeete 7 t=8.64 s, when the particles have come to rest, they have
T et Lt ‘ PR ‘. preferentially accumulated in the vicinity of the corners and

the walls with a few particles scattered away from the walls.
We have observed this novel phenomenon of accumulation
of particles in the vicinity of the walls for all the system sizes
that we have studied. Figure 4, which is a plot of the final
) o _ spatial configuration of a 1600-particle system after all the
moved by calculating the initial momentum per particlps particles have come to re.79 9, is an example for a large
and subtracting from the momentum of each particle. The system.

particles are allowed to thermalize by suffering elastic colli- ~ 1o quantify the overall drift of particles towards the walls,
sions among themselves and with the walls foL000 col-  \ye calculatedi,,c o4 the average distance of a particle from
lisions per particle. This is done to allow the particles to havene closest wall, as a function of time. In Figa§ we show

a 2D MB velocity distribution at the end of the thermaliza- the time evolution of this quantity normalized by the value

tion process. A perfectly elastic binary collision rule is used| /g the value that would occur for a uniform placement of
in the thermalization process. After the thermalization pro-

cess, the angular velocities of the particles are calculated
from the respective linear velocities, assuming all the par-
ticles to be in the pure rolling state. At that point, the
particle-substrate frictional interaction and restitutional
losses are switched on.

FIG. 2. Particle positions at time=0 s, after thermalization,
before the simulation begins.

IIl. NUMERICAL RESULTS

We have carried out numerical studies for different system
sizes(50—-1600 particles However, here, we will primarily
focus on results for a monodisperse 500-particle system; un-
less otherwise specified, results pertain to this particle num-
ber. We have divided our results into four sections: spatial
distributions, particle flow patterns and granular temperature,
energy and momentum dissipation; and speed distributions.

A. Spatial distributions

Figures 2 and 3 show the particle positions after thermal-
ization (but before the substrate friction is turned)and
after the simulation stops, respectively. At tite0, the par- FIG. 4. Particle positions for a 1600-particle system at time
ticles are randomly distributed throughout the system. But by=2.79 s, once the simulation stops.
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FIG. 5. (8) dyeragd (L/6) as a function of
. time in seconds. The factdr/6 is the value of
] Jayerage fOr @ uniform placement of particlegh)

. ‘ ] ((d=(dgyerage)?)/D? as a function of time where
4 6 8 1 D is the particle diameter.

Time (seconds)

daverage/( L/6)

05 Lovninieyy Lis iy Lo L I Lo, Lo iy Lo ]

Time (seconds)

particles. We observedg,q,¢d L to oscillate initially(due to ity T, and by making comparisons to the time evolution of
random collisions between energetic partigledter which it  the global velocity variance. To carry out the analysis, we
decreases steadilglue to a net flow of particles towards the have set a threshold distandg,.s which is used to distin-
walls) and approaches a plateau well below 1. By considerguish between particles lying in the vicinity of the walls
ing the fluctuations about the average distance of a particlgprovided their shortest distance from the walls is less than
from the closest wall, we gain insight into the compactnes®r equal tody,9 and those particles whose shortest distance
of the bands near the walls. In Figi» we have plotted the from the walls exceedsy, . We have calculated the velocity
mean-square fluctuation aboty,.,qc NOrmalized by a par- variance for the two groups of particles by using the relation
ticle diameter as a function of time. From these two mea- e 5

sures, we see that the particles do not have a distinct direc- Ty=@ =),

tion of flow until t~1s. However, after that time, the where herey is the velocity of each particle in one of the
particles drift steadily towards the walas the variance of groups andg) is the average velocity of the particles in that
Japerage AN dyerage deCrease with increasing timeAs par- roup.

ticles in the system begin losing their energy and momentum, rigure 7 shows the time of evolution of the velocity vari-

the time between successive collisions gets longer, hence thg,ce of all the particles collectively and those in the vicinity
plateau from 2.5 s onward. and away from the walls. We have skt,..=3d whered is
the particle diameter. We find that the velocity variance of
the particles in the vicinity of the walls fluctuates signifi-
cantly at earlier time$~0.05—-0.06 sas there are relatively
Figure 6 combines spatial configurations and velocityfew particles in this group. As the flow of the particles to-
vector field plots on the left and right columns, respectively,wards the walls becomes predominadécreasing value of
at different times—namely, 0 ¢top), 1.18 s(cente, and  d,.eraq the fluctuations about the average velocity of the
2.56 s(bottom). For each velocity vector diagram, the length particles close to the walls fall below that of the other par-
of the longest arrow represents the magnitude of largest locaicles. The average velocity of these particles will be very
velocity at that instant and the length of the other arrowsclose to zero as these particles are moving in opposite direc-
scale accordingly. Immediately after thermalization, the partions (towards the four walls The velocity variance for the
ticles are homogeneously distributed throughout the systerparticles in the vicinity of walls is slightly lower than for
without any preferred direction of flow. This trend persists atthose away from the walls, which reflects the higher-energy
early timeg(shortly beforet=0.60 9, after which a tendency losses one might expect for a region of locally higher den-
for the particles to flow towards the walls becomes apparentity.
This trend continues, Fig. 6, center, as particles form clusters
near the walls. C. Energy and momentum dissipation
Further insight into the system behavior can be obtained The time evolution of the number of particles in the slip-
by following the time evolution of the variance of the veloc- ping state,ng,, the number of particles in the pure rolling

B. Particle flow and granular temperature
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FIG. 6. Particle positiongleft column and velocity vector fieldright column for times immediately after thermalization O(®p),
1.18 s(centey, and 2.56 gbottom). In each of the velocity diagrams, the arrow of the longest length represents a maximum average speed
for that frame. These values are, respectively, 0.99, 0.082, andif.02s) for 0 s, 1.18 s, and 2.56 s. For all the figure boxes,xlad
y axes range from 0 to 0.25 m.

061304-6



EFFECTS OF SURFACE FRICTION ON A TWQ- PHYSICAL REVIEW E 70, 061304(2004

0BT 1—— 1T T
all the particles
---------- within a distance 3d from the walls
---- away from the walls
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FIG. 7. Granular temperaturgéy (approxi-
o mate as a function of time for three groups of
= particles: all the particles in the systdi), those
lying at a distance @ (d=particle diameterfrom
the walls(Nsg), and particles lying away from the
0.2 . vicinity of the walls (N—Nag).
0 1 1 1

0 0.1 0.2 0.3 0.4 05 06 07 0.8 09 1
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state,n,,;, and the number of particles moving,q. Pro- =v? Consequently, as the system cools, the time and dis-
vides a useful picture of the dynamics. Figure 8 demonstratet@nce spent sliding after a collision decrease relatively rap-
key features for the 500-particle system. Up to abouidly.

~1072%s, almost all particles are rolling. Near10* s, the It is also interesting to give an approximate idea of the
number of rolling particles has reached a minimum or, alterregion in the system where most of the particles are slipping
natively, almost all moving patrticles are sliding. In the lateror rolling relative to the distance to the closest wall. Figure 9
stages, almost all particles that are moving are rolling, anglotsdy,erage(NOrmalized byl /6) for all the moving particles
the pure rolling state dominates until all the particles come tdnNmqe) Nroi @NdNg;, as a function of time. On average, those
rest. We can understand this transition back to the rollingarticles that are slipping are the closest to the walls.

state by noting that for sliding friction, the acceleration is  The value 0fdyerage is sensitive to fluctuations if the
constant; thus, the distance required to stop slidihg,, number of particles used to compute it is smalltAtO, the

50O o e 1

Mﬂﬁﬁmww‘w s 500 — | —— I_ i ]

400 I

FIG. 8. Total number of par-
ticles that are slipping, moving,
and rolling as a function of time.
The inset shows the same data on
a linear-logarithmic scale to focus

L |
107107 10T 10" ] on the earlier times.
Time (seconds)

300

L
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200 0

100

Time (seconds)
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fluctuations in the values af,,¢rage fOr nyg (Ngjip) are small from the walls. In fact, for times 0.05st<0.3 s, as most
(large as most of the particles are in the pure rolling state.of the particles are in the slipping state, the valu@Qf,age
However, for times approaching-0.3 s, with increasing for ng, closely follows the value fong,q,e. Later,dyeragefor
number of particles in the slipping state, the fluctuations imn,y approaches . as the majority of the particles are in
the values 0fd,,erage fOr Nygy (Ngjip) become hightlow). For  the pure rolling state.

timest=0.3 s, with increasing number of particles in the  The time evolution of the normalized average total kinetic
pure rolling state, the value adyerage fOr ng, fluctuates —energy, along with its componenttranslational and rota-
significantly every time a particle pair collides. These fluc-tional), provides further insight into the average dynamical
tuations are superimposed on a monotonic decrease estate of the particles. The average energies, Fig. 10, have
daveragefOr all particle states and fayg;, in particular. Hence, been normalized by their values immediately after thermali-
daperage VS t fOr N indicates that initially most of the colli-  zation, where all particles are rolling without slipping. Since
sions are uniformly distributed on the surface, but that ashe velocities satisfy a Maxwell-Boltzmann distribution at
time evolves, the collisions occur at decreasing distancethat time, necessarily so do the spins. The various curves for

100 -""'I Ty Ty T T T T ML MR | T """;
: Translational Kinetic Energy ]
107" Rotational Kinetic Energy J
==== Total Kinetic Energy 3

107%

10

FIG. 10. Normalized transla-
tional, rotational, and total kinetic
energies of the system as a func-
tion of time. The inset shows in

Normalized Energy
=

10 _ 107k _ detail the normalized energy pro-
E F 3 file whenngp> Ny

107 3 3

107 107

107 Lot : :

10" 10° 10% 107  10° 10
Time (in seconds)
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different energies versus time coincide with each other at albeen to behave like a pseudokinetic gas bound by four walls.
times except for the time interval0t<0.29 s when the By contrast, with constant coefficients of restitutighe in-
dynamics of the particles is dominated by the slipping statderparticle coefficients of restitution, defined in the Appen-
(Ngip>Nroi). The disparity in the normalized energy curves dix, were taken to ber,=0.9 andg,=-0.85 both for inter-
becomes most noticeable &&0.06 s whenn;, is maxi- particle and particle-wall collisions, the particles sh'ow a
mum. We emphasize that in the region where the thredendency to flow tpwards_ the corners and the vv_alls, Figs. 14
curves are separate, this separation is indicative of the fa@nd 15, with elastic and inelastic walls, respectively.

that the slipping particles have less rotational energy on ay- AN important question is, why do the particles concentrate
erage than they would have if they were rolling without slip- &t the corners and edges of the walls? In the Appendix we
ping. show that, on average, a particle Ipses a greater fractlon of its

We also consider in Fig. 11 the rate of decrease of totafn€rdy during slipping after suffering a collision with a wall
kinetic energy as a function of time to see if there was dhan it does after collldl_ng with another identical particle.
particular dynamical state in which the energy loss w Jror .the two cases, we first calculate the total energy of the
maximum. Not surprisingly, the time at which the maximum particle after collisionE,; we then calculate the total energy
value of the rate of loss of average total kinetic energy coin-
cides with that at which the maximum aof;;, occurs.

A key point is that clustering near the walls is associated
with the presence of substrate friction. When all substrate
frictional forces(and torquepsare removed allowing dissipa-
tion through solely particle-particle and particle-wall colli-
sions, clustering near the walls does not occur, at least for the
parameter ranges considered here. To show this, a simulation
was carried out neglecting substrate effects and allowing
only collisional dissipatiorfusing the same initial conditions
as for the simulation with substrate frictipnFigure 12
shows final particle positions when the average normalized
kinetic energy of the particles has fallen below 10In this
simulation, as elsewhere, we used velocity-dependent coeffi-
cients of restitution so that ag,— 0 the collisions became
increasingly elastic. Hence, as velocities drop to O, collapse
is not expected to occyin the absence of surface frictipn
We have plotted the time evolution of,,¢age and the fluc-
tuation aboutdy,,erage in Figs. 13a) and 13b), respectively.
The highly elastic collisions between the partialedative to
the case with frictionresult in the near invariance dfyerage FIG. 12. Final particle positions when substrate friction has
and very low fluctuations about it with time. The system isbeen removed.
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FIG. 13. (a) Variation of &,,eragd/ L With time and(b) variation of variancgwith respect todz) with time. These are results from the
simulations carried out using velocity-dependent coefficients of restitution.

of the particle after it has stopped slippirig;, Due to geo-  bility [27]: near-wall regions preferentially cool, resulting in
metrical considerations, the probability of interparticle glanc-a locally lower pressure, which in turn leads to an influx of
ing collisions is much higher than for particle-particle im- particles.

pacts. As a result, the momentum change per particle, the As a further exploration of wall effects, we removed the
relative slipping velocity per particle, and the slipping timesinelastic walls by introducing 2D periodic boundary condi-
are much smaller after an interparticle impact as opposed ttions, kept all other aspects of our substrate frictional simu-
a particle-wall impact. Tables | and Il show the energy lossesation unchanged, and carried out simulations for a range of
for some special cases of interparticle and particle-wall colparticle numbers. Figures 16 and 17 show initial and final
lisions. The increased energy dissipation for particle-wallparticle configurations for a 1600-particle system. Clustering
versus particle-particle collisions leads to clustering in a wayis observed to occur as the system co@léth all the par-
that bears some parallels to the conventional clustering instdicles coming to regtand becomes pronounced with increas-

FIG. 14. Final particle positions for a 500-particle system with  FIG. 15. Final particle positions for a 500-particle system with
p=0.9 andB,=-0.85 and elastic wallgparticle-substrate friction «,=0.9 and B,=-0.85 and inelastic walls—i.e.,a,=0.9,
is absent Bw=-0.85(particle-substrate friction is absgnt
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TABLE I. Comparison of the average energy loss for interpar-
ticle collisions for different special cases. The special case of the
normal impact means that the tangential component of the linear
velocity and the normal component of the angular velo@igsum-
ing that the colliding particles are in the pure rolling sjateefore
collision, are zero. In the case dff(d/2)(w;+ ;) -A]|=|[(d/2)(w;
+c51-)-f]|, the normal and tangential components of the sum of the
angular velocities of the colliding particles are assumed to be equal
for ease of calculation. The last two entries were obtained by car-
rying out simulations for a 200-particle system using fixed coeffi-
cients of restitution.

Case a B (AE/ENppe

Normal impact 0 0 0.271

Normal impact 1 -1 0.326

Normal impact 1 1 0.680

|<d/2(15i+15j)'ﬁ)\=|(d/2(03i+5j)'f)‘ 0 0 0.288

(d/2@@+a)-Al=|(d/2@+ap-t)] 1 -1 0.270

(d/2(6+a)-Al=l(d/2@+a)D] 1 1 0.469 | N | .

200-particle simulation 0 1 0.050 FIG. 16. Particle positions of a 1600-particle systémithout
. . ) any wallg at 0 s.

200-particle simulation 1 -1 0.231

results for the 500-particle system. The fluctuation speisd
defined to be=|v-v, ,,| wherev, ,, is the global center-of-
ing number of particles. The absence of walls does not subimass velocity(which is nearly zerp Note that as there is
stantially change the behavior of the system in terms ofome net flow to the walls, the fluctuation speed distribution
variation of its average kinetic energy or number of particlesmay be influenced by using the global center of mass veloc-
slipping, rolling, or moving with timgFig. 18. ity. For early times,t<0.06 s, the distribution is well de-
scribed as MBsee Fig. 189)]. For intermediate times—say,
t=0.07 s—the velocity2 distribution  evolves  to
Various studieg4,14,13 have shown that for inelastic 5,5;25 g"‘ﬁaﬁ[@ogﬂsgﬁo]n} Sggsmilg(f)t iezgfzcl,s\,r}g

particles, the velocity distributions deviate from a 2D MB ever, at the very latest times=2.2 s the statistics are not

distribution. In our case, dissipative interactions are ey fficient to distinguish between an exponential decay or a

hanced by interactions with the substrate, and we might ex;,yer Jaw[Fig. 19b)]. Note that during the last stages of the
pect strong deviations from a Maxwell-Boltzmann d'smb“'simulation—say 2.27st=2.77 s—a significant number of
tion as time evolves. We investigated the evolution of the T '

speed distribution, starting from MB, for various system R S R AR LT AR AN SOV
sizes and found that the qualitative evolution of the distribu- Whoenoll el Wl T 2
tion is insensitive to particle number. Thus, we only discuss

D. Speed distributions

TABLE Il. Comparison of the average energy loss for particle-
wall collisions for different special cases. The special case of the
normal impact means that the tangential component of the linear
velocity and the normal component of the angular velo@issum-
ing that the particle is in the pure rolling statbefore collision, are
zero. The general case is when the normal and tangential compo-
nents of the linear and angular velocities, before collision, are
nonzero.

Case Y B (AE/E) pwe
Normal impact 0 0 0.714
Normal impact 1 -1 0.816
Normal impact 1 1 0.087
General case 0 0 0.135
General case 1 -1 0.408
General case 1 1 0.118 FIG. 17. Particle positions of a 1600-particle systemithout

any wall§ when all the particles have come to rest at 3.49 s.
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the patrticles in the system are at r@sig. 8). This evolution  torques between the particles and substrate. The key assump-
of the functional form of the distribution of fluctuation tion of the model is that if particles collide, the velocity and
speeds is very similar to the experimental results of Rgf.  spin states immediately after the collision are determined
where the authors observed a transition from a MB distribusolely by collision rules involving the incoming states of the
tion to an exponential distribution at long times. particles. That is, the effect of friction with the substrate was
assumed to be unimportant during the very short time of the
collision. This typically leads to a slipping of the particles on
IV. CONCLUSION the substrate after a collision. We use this numerical model to
compute the evolving dynamics of a quasi-two-dimensional
The numerical model presented in this paper addresses tieany-body system enclosed by inelastic walls. Particle col-
issue of surface friction and particle collisions in the pres-lisions with the inelastic walls are more effective at remov-
ence of a substrate by accounting for frictional forces andng energy than are particle-particle collisions, leading to

0 T T T T T T T 0 e LA ALY T T ALY LA T T T
-05 05
A I 4
15 A5t
P T S
25 25
3 4 4
3 -85 ~ 35
> D
g T o4
545 3 45
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¥ 4t
-65 65
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75 75
_8 L L L L L L b b | IR Loviiniin Liviianiny | FTTETITIT Lo | T Liviiaiin | FTTETTTET | FFETTTTn:
0 0% 05 055 1 1% 15 175 2 e
(@ ! (b) L)

FIG. 19. Velocity distribution fit for timega) 0 s, P(v) ~ Agv exd (-Ag(v—A)? ], and(b) 2.269 s,P(v) ~ Ag®.
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flow of the particles towards the walls, where they accumu- For particle-wall collisions (as walls are infinitely
late. This effective collision-induced flow towards the walls massive—i.e., m>m,
is a consequence of dissipation and, in particular, dissipation
from surface friction. A greater momentum change results in
a longer slipping interval and is thereby more dissipative due
to kinetic friction for the particle in question. The dissipation
rate of the average total kinetic energy of the particles is v/ =0,
greatest whemg;,>n. In the presence of surface friction, '
the velocity distribution of the particles changes from a MB 143
distribution (when the particles are in the thermalized state ao =aw, + ——Nn X (0 +0,),
to a distribution, possibly exponential in character, as seen in 1+q
the experiment$4]. Finally, the results do not vary signifi-
cantly for the different system sizes that we have considered. a<3j’ =0,

To our knowledge, these simulations are the first to con-
sider simultaneously surface friction and collisional dynam-Where
ics of large collections of particles and their effects on two- 5. =0, -0 —a(d + @) X A
dimensional multiparticle dynamics. We have used constant VeZUiT v T AW T ) ’
values for the coefficients of friction to model surface fric-

1+
5! =0 = (1 + Q)i — 4= (5, + 0)
1 ! n ql+q t r/s

tion in quasi-two-dimensional many-body systems, which A= =T
has produced results which agree well with experimental ri=rj|’
ones[40]. The model necessarily has limitations. Specifi-

cally, the assumption that the immediately post-collision par- v, -fi=—av,-N,

ticles have a state that is independent of the frictional forces
from the substrate is not likely to be valid for very slow

velocities. However, we expect that this shortcoming of the
model becomes relevant only at very late times in the simu- R
lation. vn=N(v; - v)) - N,

ve X == Bue X A,
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APPENDIX Ug=0pn+0;+ 0.
Collision dynamics rules For particle-wall collisions, the normal unit vectiois the

unit vector perpendicular to the wall-surface collision point-

In this appendix, we first briefly discuss the collision rule . . .
i . i . ing from the contact point with the wall to the center of the
that we use to determine the final states immediately after a_~ . - . .
collision. We then consider the energy losses for particlepan!de' we attac.h.acoefnmeptorwfor_ particle-particle or.
particle ;';md particle-wall collisions particle-wall collisions. Further details can be found in

The two special cases for the binary collision rule for two Refs.[19,22,24,30
spherical particles andj with different massesm; # m;) of

radii a, positionsf; and T, linear velocitiess; and v;, and Average normalized energy loss for particle-particle
angular velocities; and &, respectively, is given by and particle-wall collisions
Eq.(A1). For collisions of two particlesand] with identical The purpose of this calculation is to determine whether,
masses—i.em=m;—the collision rule is[24] on average, a particle loses more energy due to kinetic fric-
1+ tion after a collision with a wall or with another particle,
I a, ql+g . | : .
0l =i~ Un~ ElT(vt +7,), using the evolution rules of the model. For the two cases, we

first calculate the change in total kinetic energigsof the
particlgs) after collision and at the end of slipping. The par-
- ticle dynamical variables after a collision can be obtained

v =0+ T Un+ o (Uit o), from the collision rule[20].
The unprimed and primed quantities represent dynamical
A A 1+8 . o variables before and after collision, respectivély.is given
aw| =aw; + 2(1—+q)n X (vy+0y), by the sum of rotational and translational kinetic energies.

For an interparticle collisiof,' is the sum of the kinetic
energies of the colliding particles whereas, for a particle-wall
Sy 1+8 . S - impact,E,' is the total kinetic energy of the colliding particle.
Hence for interparticle collisiong,” is
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- o o I
Ekljzémvi,'Ui,+5|(0i,‘Cl)i,"'amvj,‘l)jl"'éle,'w]',, k
(A1)
wherelz%ma2 is the moment of inertia about a spherical
particle diameter of radiua and massn. For particle-wall
impacts,

i_l =y > 1 > >y
Ek—EmUi U +§|wi r W . (A2)

We make the assumption that the conditionfraétional
frustrationis satisfied for the colliding partials), hence re-
sulting in a finite slipping velocityi of each colliding par- FIG. 20. A schematic diagram of the set of axes used to carry
ticle. We calculate the slipping velocity which the par- oyt the collisional dynamics calculation and the calculations shown
ticle(s) have after impact and useto calculate the duration in this section. The colliding particle dynamical variabl&sand

of slipping tg,, given by vj—v; are shown in the diagram.
a ) _ ) -
tip= |~ Using Fig. 20 and the impact parameter
u
We uset;, along with the linear and angular decelera- b= (r, - FJ-) X (v'—_vﬁ

tions a, andw, respectively, to calculate the linear and angu- [vi - vj'
lar velocitiesv and w, respectively, after the particles have we obtain the following expressions faxE/Ef‘: (1) For

stopped slipping through the following relations: particle-particle collisions,
v =0" + alslip, (A3) AE _ F(by,a,B)

— =t A7
Ef ppc Cb,7,a,8) (A7)

whereF (b, y,a,B) andG(b, y,a, ) are
where the double prime represents dynamical variables when (b.7.a.f) (b.7.a.f)

the particlg¢s) has just stopped slipping. 1 , . b \2
We can calculaté,, the total kinetic energy of the par- F(b,7.a.8) =3 (c,” = c?)cos y+(c,* ~ ¢,°)cos ¢ %a
ticle(s) just after slipping stops, by

"=+ (;tsﬁpv (A4)

b 2
f l e/ >/ 1 =" =" 1 >/ >/ 1 > > - C2<_> + C2 ? (A8)
(AS) 1+ 2 2
_|1*a, (¢ _(R
for interparticle impacts and by Gb,y, @) = { 2 * q( 2 C)][l (Za) }
1 >/ > 1 >/ > C 2 C2
Ekf:EmUi .vi+§Ia)i C W, (AB) +[<%—cl)—q(5—c>]co§y

for particle-wall impacts. c,’ c,’ b \?2

The change in total kinetic energy during the time the - 7‘01 + ?—Cz cos 2a)
particle slips(just after impact to just before beginning pure
rolling motion), (A9)

AE=E/-E. Here,

We averageAE/Efi over the impact parametdr(0<b ¢ =1+a,
<2a, wherea=d/2) and the collision angley (7/2<vy
< 7r) which is the angle betweemand v, (relative velocity 1+8
at the point of contagt In this calculation(i) we used the czqu a’
same coordinate system as that used to compute the binary q
collision rule,(ii) the motion of the particles is constrained to
a plane, so the components of the dynamical variables per- _1+p
pendicular to the plane of motion were neglected, gl c= 2(1+q)°
for ease of calculation, we assume the par®léo be roll-
ing before suffering a collision. For particle-wall impactgsee Fig. 20,
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AE P(b, 6, a, B)
—= = A10
Ef pue Q(b,6,@,8) (A10)
whereP(b, 8,a,8) andQ(b, 6,a,8) are
P(b,6,a,B) = %[(cg, - ¢y)%sir? 6+ c,” cos 6],
(A11)
Q(b,0,a,B) = [(l —-c)?+ E(l —c3)2} Sir? 0
+ [(1 —Cy)%+ %]co§ 6, (A12)

and where

PHYSICAL REVIEW E 70, 061304(2004)

C]_:l+a,

_l+ﬁ
_1+q'

C3

Tables | and Il, respectively, summarize results for special
cases of collisions between particles and between particles
and the wall.
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